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ABSTRACT

Modern semiconductor devices face critical thermal management challenges as power densities increase and feature sizes approach deep
nanoscale where classical Fourier’s heat conduction law breaks down. Traditional chip design approaches that rely primarily on only electri-
cal designs and external cooling solutions are insufficient to address the complex, multiscale nature of thermal transport in advanced inte-
grated circuits. This perspective presents a comprehensive Thermal Design Automation (TDA) framework, as a complementary extension to
traditional Electronic Design Automation (EDA) tools, that systematically integrates thermal simulation and management methods across
all length scales of semiconductor design. The TDA approach begins at the atomic scale, using first-principles calculations and lattice
dynamics simulations to predict intrinsic electron and phonon transport properties. These fundamental properties parameterize phonon
Monte Carlo simulations that solve the Boltzmann transport equation to capture non-Fourier heat spreading within transistors, while self-
heating effects are simulated by solving fundamental semiconductor device equations. For larger scales, finite element methods and compact
thermal models bridge the gap to circuit- and die-level thermal analysis and design, while advanced liquid cooling technologies address
chip-level heat dissipation. Through multiscale thermal simulation and design optimization, the TDA framework enables systematic reduc-
tion of transistor heat generation, minimization of device and chip thermal resistance, and acceleration of chip design cycles, thereby
enhancing overall performance and reliability. This integrated framework addresses the fundamental limitations of existing microscopic and
macroscopic thermal simulation tools and establishes a new EDA+TDA paradigm for thermal-aware semiconductor design that can system-
atically tackle the multiscale thermal bottlenecks limiting further technological advancement in modern electronics.
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I. INTRODUCTION To implement effective thermal designs and reduce thermal
resistance, it is essential to understand the heat transfer chain
within semiconductor devices for targeted and systematic thermal
optimization. At the transistor level, heat is generated primarily
through Joule heating caused by electron-phonon interactions
within the active regions.'’”'” As heat spreads throughout the tran-
sistor structure, significant thermal spreading resistance develops,
creating localized hotspots.”‘15 Also, since transistor feature sizes

With the continuous advancement of electronic system perfor-
mance, modern integrated circuits (ICs) are facing increasingly
severe thermal management challenges.'” The trends toward
higher power densities and greater integration levels have intensi-
fied on-chip overheating issues, which degrade system performance,
increase power consumption, and compromise long-term

reliability. ™" Across a wide range of semiconductor platforms— and hotspot dimensions are comparable to the phonon mean free
including high-performance integrated circuits,” radio-frequency path (MFP)—the primary heat carriers in semiconductors—
(RF) devices,” and power electronics’—effective thermal manage- Fourier's law of heat conduction breaks down, leading to
ment strategies have become critical bottlenecks limiting further non-Fourier heat transport behavior that further elevates hotspot
technological advancement. temperatures.'”'” Heat propagation from individual transistors to
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the entire die encounters multiple material interfaces due to multi-
layer epitaxial structures, resulting in thermal boundary resistance
(TBR) that impedes heat dissipation.'*™ Subsequently, heat is
transported from the die through the first-level thermal interface
material (TIM1) to the chip lid, then through TIM2 to external
cooling systems, such as air or liquid cooling, ultimately dissipating
to the environment.”'

While this heat transfer chain applies to single transistors, RF
devices and power electronics, such as gallium nitride (GaN),
high-electron-mobility transistors (HEMTs), silicon carbide (SiC),
and metal-oxide-semiconductor field-effect transistors
(MOSFETSs), usually contain hundreds of transistors with similar
thermal pathways.”>*’ In contrast, advanced ICs comprise billions
of transistors on a single die. Modern packaging technologies intro-
duce additional complexity: 2.5D integration connects multiple
chiplets through interposers with varying power maps under differ-
ent operating conditions,”* while 3D integration vertically stacks
multiple dies using through-silicon vias (TSVs).” Furthermore,
advanced back-side power delivery networks (BSPDNs), where
power is supplied from the chip’s back side, force thermal transport
through back-end-of-line (BEOL) layers, creating more complex
thermal transport scenarios compared to traditional front-side
power delivery through the substrate.”*’

As demonstrated, heat dissipation in chips is a multiscale
process encompassing multiple transport stages: heat generation
within transistors, thermal spreading across transistor structures,
heat conduction through material interfaces, circuit-level thermal
transport, and external cooling systems. Each stage can impede
overall heat dissipation, making thermal management a systematic
bottleneck that requires coordinated thermal design across all hier-
archical levels. Traditional chip design workflows have focused pri-
marily on electrical design using electronic design automation
(EDA) tools, with thermal considerations limited to external
cooling solutions implemented after electrical design and packaging
completion.”® However, as chip power densities continue increasing
and thermal transport paths become increasingly complex, internal
thermal resistance now constitutes a substantial portion of the total
thermal budget, transforming thermal management into a system-
atic, multiscale challenge.”””"  Consequently, conventional
approaches that rely solely on electrical design and external cooling
can no longer adequately address modern thermal constraints. This
paradigm shift necessitates the development of a comprehensive
electrothermal co-design framework that integrates thermal consid-
erations across all design hierarchies.”' ™

However, heat transfer in chips involves the transition from
nanoscale to macroscale transport regimes and the breakdown of
classical Fourier heat conduction law at small scales.”>”" These
complexities render existing commercial thermal simulation soft-
ware, which relies on macroscopic heat transfer models, inadequate
for accurate transistor or chip-level thermal analysis and design.
Therefore, a new thermal design toolset and framework is essential
to systematically address thermal challenges across all levels of chip
design and operation.

To address the aforementioned multiscale thermal challenges,
this perspective presents a comprehensive Thermal Design
Automation (TDA) framework and toolset that systematically inte-
grates thermal simulation and management methods across all
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hierarchical levels of semiconductor design, as illustrated in Fig. 1.
The TDA framework coherently addresses thermal phenomena
from atomic-scale heat generation and phonon transport in transis-
tors to system-level thermal management through a unified compu-
tational pipeline.

At the atomic level, the framework employs first-principle cal-
culations to determine lattice energies, stresses, interatomic forces,
and electron-phonon coupling (e-ph) parameters.”> These ab
initio results train machine learning potentials (MLPs) that accu-
rately  describe  atomistic  interactions for  subsequent
simulations.”™” The computed interatomic forces drive lattice
dynamics simulations to predict phonon transmission across mate-
rial interfaces with realistic atomic structures.”’ Simultaneously,
phonon dispersion relations and scattering rates are calculated and
integrated with interfacial phonon transmittance data to parameter-
ize phonon Monte Carlo (MC) simulations, which solve the
phonon Boltzmann transport equation (BTE) to describe nanoscale
thermal transport within individual transistors or transistor
arrays.”"* The phonon MC method excels at predicting tempera-
ture distributions in transistor structures. In conjunction with semi-
conductor device equations, heat generation rates are calculated
based on electron-phonon coupling processes, which capture the
microscopic energy transfer from charge carriers to the lattice. This
enables comprehensive electro-thermal coupling simulations that
accurately capture self-heating effects and thermal behavior at the
device level.”’

While phonon MC effectively addresses thermal transport in
systems ranging from tens of nanometers to approximately 10um,
circuit- and die-level thermal analyses require complementary
approaches. The framework incorporates finite element method
(FEM) and compact thermal model (CTM) based tools to bridge
this scale gap.”* Multiscale coupling between phonon MC and

FEM enables comprehensive thermal simulation and design for ;
power electronics, such as GaN HEMTs,”* while MC-predicted |

effective thermophysical properties of nanostructures serve as
direct inputs for CTM and FEM-based simulations. This hierar-
chical integration allows CTM tools to incorporate
FEM-predicted structural thermal resistances, creating a seamless
computational workflow across length scales. At the chip level,
the framework addresses the final stage of heat dissipation
through high-performance cooling solutions, efficiently transfer-
ring heat from the chip to the ambient environment.”” The inte-
grated multiscale thermal simulation tools provide comprehensive
evaluation capabilities for assessing the cooling performance of
these systems across chip and transistor levels. Section II provides
detailed descriptions of each TDA module, including theoretical
foundations, computational implementations, validation studies,
and practical applications across the multiscale thermal design
hierarchy.

Il. FRAMEWORK OF MULTISCALE THERMAL DESIGN
AUTOMATION

A. Heat generation and self-heating tunability

As established in the multiscale TDA framework, accurate
thermal management begins with understanding and tuning
heat generation at the fundamental device level. Heat generation
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FIG. 1. Multiscale framework of the TDA system for thermal management of electronics.

in transistors originates from microscopic interactions between
charge carriers—primarily electrons and holes—and phonons,
the dominant heat carriers in semiconductor materials.'**’
When an external electric field is applied, carriers gain energy
and undergo scattering events with phonons during transport.
Through these scattering processes, a portion of the carriers’
kinetic energy is transferred to the lattice, converting electrical
energy into thermal energy and causing localized temperature
rises. Non-equilibrium interactions between carriers and both
optical and acoustic phonons further intensify local heat accu-
mulation, exacerbating hotspot formation.'” These hotspots typ-
ically concentrate in the channel region of transistors,
particularly near the drain side beneath the gate where electric
fields are highest.”’

The resulting heat generation produces self-heating effects
that have become a critical physical bottleneck limiting further
device scaling. Self-heating in transistors reduces carrier mobility,
thereby degrading switching speed and overall device perfor-
mance. Additionally, elevated temperatures accelerate material
degradation, ultimately compromising device reliability and opera-
tional lifetime.”* A detailed understanding of these microscopic
heat generation mechanisms provides the foundation for accurate
simulation and modeling of self-heating effects in transistors,
forming the first critical component of the comprehensive TDA
approach.

To analyze the self-heating effect in transistors, the TDA
system employs the drift-diffusion model, which solves a set of
fundamental semiconductor equations, including the Poisson equa-
tion, the carrier continuity equations, and the current transport

>
Circuit/Die Chip
equations. These equations are expressed as follows:*’
V.(8.V¢):_q(p_n+Ng_NX)_pPE_ptrap’ (1)
1 - On

—Vo)n— 5, — K 2
V-] 5 R )

1 - Op
gv']p‘FE——R, (3)
Tn = qnu,,ﬁ + gD, Vn, 4)
Jo = apuyE — aDyVp. 5)

Here, € is the dielectric constant, ¢ is the electrostatic potential, g
is the elementary charge, and N;) and N are the donor and accep-
tor concentrations in the semiconductor, respectively. ppp is the
polarization charge density, py,, is the trap-induced charge density,
and J, and J, are the current densities due to electrons and holes,
respectively. n and p are the concentrations of carrier electrons and
holes, t is the time, R is the net recombination rate of electrons and
holes, u,, and U, are the mobilities of electrons and holes, E is the
electric field strength, and D, and D, are determined by the
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Einstein relationship, as shown in Eq. (6),

Dy, =—u,, (6)
L

where T is the temperature inside the device and k is the
Boltzmann constant. After solving the electrical equations to obtain
the electrical properties, the related parameter can be used to calcu-
late the heat generation distribution inside the device. It is impor-
tant to note that the physical parameters in the control equations
need to use corresponding models to obtain the most realistic phys-
ical state. Common models include the Klaassen mobility model,
the Shockley-Read-Hall (SRH) recombination model, the velocity
saturation model, etc.”™>*

The reliability of self-heating simulations critically depends on
the accurate modeling of heat generation within the device. In the
TDA system, heat generation is modeled by incorporating multiple
physical mechanisms, and its overall expression is given by”*

712 T2
e,
Gian - qHpP

7T(7n’ﬁn+fp'pp)a

H=

+aR (4, — &, + (%, — P,))

where ¢, and ¢, are the quasi-Fermi levels of electrons and holes,
and P, and P, represent the absolute thermoelectric powers of elec-
trons and holes, respectively.” The first term corresponds to Joule
heating, the second term represents net recombination—-generation
(R-G) heat, and the third term accounts for heat generated by
Thomson effects. In most practical simulations, the first two
terms—Joule heating and R-G heat—dominate and are sufficient to
capture the main thermal effects in the device.”™”” It is important
to note that this expression is derived from the principles of phe-
nomenological irreversible thermodynamics and does not fully
capture the microscopic dynamics of carrier-phonon interactions.
As transistor gate lengths approach the electron MFPs, non-
equilibrium interactions between electrons and phonons play a crit-
ical role in device self-heating effects. Specifically, when the gate
length becomes comparable to the electron MFPs, electrons require
a finite time to gain energy from the electric field and subsequently
transfer it to the phonon. This delay alters the spatial distribution
of heat within the device, often shifting the hotspot toward the
drain side. Under such conditions, the classical drift-diffusion
model becomes inadequate, and more accurate modeling
approaches, such as electron MC simulations, are needed to
capture the heat generation and hotspot localization.'”**>
Furthermore, since electrons primarily interact with optical
phonons, whereas thermal conduction is mainly governed by
acoustic phonons, the resulting mismatch in energy exchange leads
to additional thermal resistance. Phonons at different frequencies
acquire varying energies from electrons, complicating thermal
transport. To more accurately model self-heating effects in nano-
scale devices, first-principles-based methods can be employed to
capture the non-equilibrium energy transfer between electrons and
phonons.”” Once the heat generation profile is obtained from elec-
trical simulation, the resulting temperature distribution can be
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evaluated using either Fourier’s law of heat conduction or the
phonon BTE, depending on the required accuracy and device
scale.””"!

While traditional thermal management techniques predomi-
nantly focus on lowering the device thermal resistance to improve
heat dissipation, the TDA system can begin by addressing the root
cause of self-heating—heat generation. Specifically, it emphasizes
structural design strategies to suppress heat generation at the source
before optimizing thermal conduction. When the carrier drift
velocity approaches saturation, a further increase in the electric
field primarily enhances carrier scattering, resulting in intensified
energy dissipation and thus increased heat generation.”” As a
result, regions with strong electric fields typically correspond to
high local heat densities. In field-effect transistors, such hot spots
are commonly found near the drain side beneath the gate.”>"’
Based on this correlation, reducing the peak electric field within
the transistor channel through structural design can effectively
lower the maximum heat generation density and thereby reduce the
devices junction temperature.

To demonstrate the effectiveness of structural design in reduc-
ing heat generation, Fig. 2 presents an example using an asymmet-
ric slant field plate (FP) to lower the maximum heat generation
density in the device."’ The FP structure, originally introduced in
HEMTs to enhance breakdown voltage, has also drawn attention
for its potential to alleviate self-heating effects.””™** In a conven-
tional AIGaN/GaN HEMT, a gate-connected FP with a slant angle
of 6° and a length of 1200 nm is employed, as shown in Fig. 2(a).
The FP is composed of the same material as the gate, while the pas-
sivation layer beneath it consists of SiN. The structural parameters
are based on previously reported experimental data.”’

The simulated heat generation profile under bias conditions of
Vgs = —1V and Vpg =8V is presented in Figs. 2(b) and 2(c).

Compared to the conventional design, where heat is highly local-
ized near the drain-side gate edge, the introduction of the slant FP

results in a more uniform heat distribution across the GaN channel
layer. This improvement is attributed to the modified potential
profile induced by the FP, which effectively extends the voltage
drop region between the gate and the drain. Consequently, the
peak electric field and the maximum heat generation density are
both significantly reduced. Figures 2(d) and 2(e) show the lateral
distribution of heat generation and electric field intensity along the
channel beneath the heterojunction interface. The results indicate
that the slant FP reduces both the peak electric field and the heat
generation density by approximately 50%. Moreover, the width of
the high-heat region increases from 100 to 200 nm, further con-
firming the FP’s effectiveness in smoothing the channel potential
and mitigating local thermal accumulation.””

Figure 2(f) presents the simulated temperature distribution
beneath the device channel, comparing results obtained using
Fourier’s heat conduction law and phonon BTE. With the inclusion
of a 1200 nm slant field plate, the maximum temperature decreases
from 365.2 to 354.6 K, corresponding to a ~16.3% reduction in
peak temperature rise, thereby demonstrating a notable improve-
ment in thermal performance. The TDA system supports MC sim-
ulation to account for non-Fourier heat conduction, which
becomes significant when the phonon MFP exceeds the characteris-
tic size of the heat source—as is the case in GaN."’ In the
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FIG. 2. (a) Structure of an AIGaN/GaN HEMT with a slant field plate. (b) and (c) GaN channel heat generation in conventional and FP-based designs. (d)-(f) Lateral distri-

butions of heat generation, electric field, and temperature.

conventional HEMT, phonon ballistic transport leads to a substan-
tial increase in the hot spot temperature, from 362K under
Fourier’s model to 421K under MC. In contrast, the slant FP
design limits this temperature rise to 383 K. This enhanced sup-
pression is attributed to the FP’s ability to enlarge the effective heat
source region, thereby mitigating phonon ballistic effects. Under
non-Fourier conditions, the junction temperature is reduced by
33%, nearly twice the reduction predicted by Fourier’s law. These
results demonstrate that structural design optimization can effec-
tively reduce heat generation density and mitigate self-heating
effects. However, it is important to note that the introduction of FP
structures increases parasitic capacitance, which may adversely
affect high-frequency device performance. Therefore, future struc-
tural optimizations should carefully weigh the trade-off between
thermal benefits and potential degradation in electrical perfor-
mance, to achieve design solutions aligned with specific application
requirements.

B. Non-Fourier heat spreading

When heat is generated within a transistor, it initially spreads
from localized hotspots across the entire device and eventually into
the surrounding chip substrate.”' This process introduces signifi-
cant thermal spreading resistance as heat flows from a small, con-
fined region to a larger area. Accurately predicting the resulting
temperature field and hotspot temperatures is critical—not only for
ensuring the fidelity of electro-thermal co-simulations,”” which
reflect performance degradation in transistors, but also for enabling
reliable modeling of device lifetime and failure mechanisms.'® Also,
in power electronics, such as GaN HEMTs, thermal spreading plays
a decisive role in device design.”” Variations in thermal spreading
behavior can fundamentally alter design strategies—for instance,

the impact of the spreading layer’s thickness on device thermal
resistance.”” Understanding and optimizing this effect is essential
for  developing high-performance, low thermal-resistance
transistors.

Thermal spreading analysis based on commercial software
typically relies on Fourier’s law of heat conduction,

q=—«VT, (7)
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where q is the heat flux, T is the temperature, and x is the intrinsic
thermal conductivity—a material property independent of geome-
try or size.”* Fourier’s law is based on the assumption that heat is
transported diffusively, with heat carriers (primarily phonons in
semiconductors) undergoing frequent internal scattering events.
However, this assumption breaks down when the phonon MFPs
are comparable to the characteristic dimensions of the system or
the size of the heat source—a common scenario in nanoscale struc-
tures or the thermal spreading process in transistors. In such cases,
phonons may travel ballistically, traversing the structure with few
or no internal scatterings.”” This leads to pronounced non-Fourier
effects, such as boundary temperature jumps and heat flux slip,
rendering Fourier’s law invalid.”® Beyond size effects, non-Fourier
behavior also emerges in ultra-fast transient thermal processes—
such as when a transistor is suddenly switched on—where the time-
scale of heat conduction becomes comparable to the phonon relax-
ation time (on the order of picoseconds).”” Under these conditions,
thermal wave effects can be observed.”” Moreover, in transistors
under operation, electrons absorb energy from the electric field and
become hot electrons transferring energy to phonons via electron—
phonon scattering.'' High-energy electrons tend to excite high-
frequency optical phonons.”” This selective phonon excitation leads
to a highly non-equilibrium phonon population, with optical
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phonons reaching much higher temperatures—a phenomenon
often referred to as the phonon energy bottleneck, which further
contributes to non-Fourier behavior.*’

Accurately capturing non-Fourier effects is crucial. On one
hand, it enables the development of precise models for heat genera-
tion and transport, which can be incorporated into reliability analy-
sis and large-scale circuit simulations.” On the other hand, it
supports advanced thermal design strategies for enhancing transis-
tor performance.”’ To reflect these non-Fourier phenomena,
thermal transport must instead be described using the phonon
BTE.” Rooted in particle dynamics and neglecting the wave nature
of heat carriers, the BTE captures ballistic phonon transport, tran-
sient thermal wave effects, and inter-carrier coupling, making it
well-suited for modeling thermal transport at the nano- to
microsc;ale in electronic devices. The general form of the phonon
BTE is™

of _(of .
ot +v-Vf= (5)5—“1" 8)

where f is the phonon distribution function, v is the phonon group
velocity, (%) represents the scattering term, and $; is the source
N

term. To account for mode-dependent energy non-equilibrium, dif-
ferent phonon modes can be assigned distinct weights in the source
term.” In practice, the scattering term is often approximated using
the relaxation time approximation (RTA),*

ot T

where f°1 is the equilibrium phonon distribution and 7 is the
phonon relaxation time.

To numerically solve the phonon BTE, there are generally two
kinds of methods: deterministic and statistical methods.”* The
deterministic methods discretize both spatial and phonon momen-
tum spaces and numerically solve the resulting discrete algebraic
equations. The discrete ordinates method (DOM) is the most
widely used deterministic approach for solving the phonon BTE.*’
In recent years, several improved schemes have been proposed to
enhance its efficiency and accuracy. For example, the Discrete
Unified Gas Kinetic Scheme (DUGKS) treats phonon transport
and scattering in a unified manner, effectively addressing the slow
convergence issue in transient simulations under diffusive condi-
tions.” Meanwhile, the synthetic iterative scheme has been pro-
posed to improve convergence in steady-state simulations.”’
Statistical methods primarily involve MC simulations, treating
phonon transport as a stochastic process. MC methods rely on tab-
ulated phonon properties and simulate individual phonon move-
ments, making them memory-efficient and particularly
advantageous for complex nanoscale structures and varied scatter-
ing mechanisms.”

Phonon MC methods include traditional phonon number-
based  methods®  and  energy-based  variance-reduced
approaches.””” Traditional phonon number-based methods have
largely fallen out of favor due to statistical errors and energy con-
servation issues. Energy-based methods include ensemble MC*
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and tracing (or kinetic) MC approaches.” Ensemble MC inherently
simulates in transient schemes. In each time step, positive and neg-
ative energy phonons need to be newly generated or annihilated in
each grid, making it time consuming and poor parallelism.” Also,
making steady-state computations time-consuming, a long-term
average can give the final stable results. Conversely, tracing MC
tracks individual phonons directly, allowing efficient transient-state
simulations and much more efficient steady-state simulations,
which also has a nearly linear parallelism.”’ It should be noted that
tracing MC can not only be used to predict the effective thermal
conductivities of nanostructures or TBR, but it can also give the
temperature field of the whole structures.”” It can accommodate
temperature-dependent phonon properties by iteration, can deliver
results consistent with ensemble MC, and significantly reduces
computational time—typically to about 1% of the ensemble MC
method for steady-state cases since all counts to the phonon
packets contribute to the accumulation of the temperature or heat
flux, which saves much time.”

In recent years, ML methods have been increasingly leveraged
to solve the phonon BTE. Among these, physics-informed neural
networks (PINNs) have gained particular attention, as they incor-
porate the governing partial differential equations (PDEs) directly
into the loss function. When the underlying PDEs are known,
PINNs enable solutions to be learned in a physics-constrained
manner without the need for labeled training data. Li et al.”> dem-
onstrated the application of PINNs for efficiently solving the
phonon BTE across one- to three-dimensional problems. These
approaches have since been extended to address more complex sce-
narios, including large temperature non-equilibrium conditions,”
time-dependent problems,”” and electron—phonon interactions.”
In parallel, advances in high-performance computing have been
explored to further accelerate phonon BTE solvers. For example,

Shang et al.”” employed the JAX framework to recast finite-volume ;
updates as graph neural network (GNN)-style message passing,

thereby achieving highly parallelized computations on modern
GPU architectures.

Despite the efficiency improvements enabled by various
phonon BTE solution techniques, simulations involving thick sub-
strates—such as GaN HEMTs—remain computationally intensive.
Fortunately, ballistic transport near nanoscale heat sources arises
due to limited internal scattering and primarily occurs in the vicin-
ity of hotspots, typically within a few phonon MFPs.”” Beyond this
region, phonons undergo sufficient scattering to reach thermal
equilibrium, allowing Fourier’s law to become valid again.
Moreover, ballistic effects caused by phonon-boundary scattering
in thin epitaxial layers can be effectively captured using effective
thermal conductivities in Fourier-based simulations.”® As a result,
phonon BTE simulations can be confined to regions within a few
micrometers of the hotspot.”” By coupling these local BTE simula-
tions with Fourier-based models through appropriate boundary
conditions, a multiscale, device-level thermal analysis can be effi-
ciently and accurately performed.””

In the TDA system, we have developed a module centered on
a phonon tracing MC framework, integrated with a multiscale
MC-FVM hybrid simulation platform. This module supports dif-
ferent kinds of phonon property models, including gray-medium
approximations, isotropic dispersion models, and full-band phonon
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FIG. 3. (a) Electro-thermal co-simulation results for FinFET transistor structures. (b) Schematic of multifinger GaN HEMTs. (c) Temperature distribution profiles and corre-
sponding effective thermal properties in GaN heterostructures. (d) Multiscale thermal analysis predictions of the temperature field distribution in the heat source plane of

GaN HEMTs.

dispersion relations imported from first-principles calculations.”” A
comprehensive material database has been constructed to support
various semiconductor materials.”® By decoupling phonon disper-
sion from relaxation times, the module enables efficient storage of
effects, such as temperature variation, isotope scattering, defects,
and stress on phonon properties. Additionally, full-band interface
phonon information for heterostructures is included in the data-
base. With the aid of ML-driven LD simulations, phonon proper-
ties can be computed directly from real atomic configurations."’
This allows the inclusion of realistic interface conditions, such as
interfacial amorphous layers, and other practical factors arising
during fabrication. Also, backend processes, including automatic
grid interpolation and a model setup, are fully automated, enabling
seamless multiscale integration and eliminating the need for cum-
bersome manual configuration.

As shown in Fig. 3, this TDA module supports a wide range
of applications—from fundamental studies of non-Fourier thermal
transport in nanostructures, to transistor-level simulations of heat
generation and spreading, and device-level multiscale thermal mod-
eling and design. The system can accurately simulate effective
thermal conductivity in nanostructures, such as nanoporous mate-
rials, confined nanowires, and multilayer interconnects. Given the
widespread use of 3D micro/nano interconnects in modern chips—
whose dimensions are often comparable to phonon MFPs—the
TDA module captures the thermal conductivity degradation due to
boundary scattering and provides reliable inputs to circuit-level
CTMs or FVM-based simulations for system-level design.'"’
Furthermore, by integrating self-heating analysis, the TDA system
enables precise prediction of junction temperatures and supports
electrothermal co-design, facilitating the design of transistors with
low thermal resistance.”’ For high-power devices, such as GaN
HEMTsS, the module performs multiscale simulations to character-
ize epitaxial layer properties and interfacial thermal resistances,
guiding epitaxial structure design for thermal performance optimi-
zation. The TDA module has been applied in 2012 by the Huawei
Technologies Co., Ltd. laboratory, where it reduced the design cycle
of thermal management structures by 70%. It achieved a 20%
reduction in thermal resistance and a 1% improvement in GaN
power amplifier efficiency through optimized device structural
design.

C. Interfacial phonon transport

In the heat dissipation pathway of electronic devices, heat is
initially generated in the device layer and sequentially transferred
to the substrate, flange, and heat sink. During this process, TBC
plays an important role in the device’s overall thermal performance.
Due to the electrical properties and design requirements of the
device, reducing thermal resistance within bulk materials is
extremely challenging. The selection of substrate materials,
however, offers more flexibility. Adopting high thermal conductiv-
ity substrates does not affect the electrical performance of devices
and represents an important approach to improve heat dissipation,
and represents an important approach to improve heat dissipation,
effectively enhancing power density in electronic devices.

For example, GaN HEMTSs with Si substrates demonstrate DC
power densities of 4.5 W/mm,'"" while those with SiC substrates
(offering higher thermal conductivity) can achieve 15 W/mm,'"”

and diamond substrate GaN HEMTS can reach up to 56 W/mm.'"”

With diamond possessing the highest thermal conductivity in
nature (approximately 2000 W m-1K-1), it has become the most
sought-after substrate material for high-power devices. However,
diamond’s extreme hardness (Mohs hardness of 10), relatively low
thermal expansion coefficient (0.8 x 107®K~!), and lattice mis-
match make it difficult to form high-quality interfaces with other
materials. Another promising high thermal conductivity substrate
is SiC, which has relatively lower thermal conductivity but a higher
thermal expansion coefficient. The low TBC and high thermal
stress between semiconductors and substrates represent major bar-
riers to adopting high thermal conductivity substrates.

Additionally, with device miniaturization and three-
dimensional development, the interface density within devices is
gradually increasing, making TBC comparable to thin-film thermal
resistance. For example, 50 W m2K—1 of Ga,0;/SiC TBC is
equivalent to that of 300 nm Ga,O; or 9um SiC. Reducing the
TBC between wide-bandgap semiconductors and high thermal
conductivity substrates will directly lower junction temperatures.
When the TBC of Ga,0Os;/diamond increases from 17 to
300 W m2K"!, the junction temperature rise decreases from 270
to 130 K.'"" Therefore, reducing the TBR between wide-bandgap
semiconductors and high thermal conductivity substrates is crucial
for addressing chip thermal bottlenecks.
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In real-world devices, strain is often a pervasive factor affect-
ing both nanostructures and interfaces. Strained silicon, for
instance, has been widely employed to enhance electron mobility.
However, strain also influences the phonon and electronic proper-
ties of a material, thereby altering its thermal conductivity and
TBC.'">1% For example, in silicon, biaxial tensile strain can reduce
thermal conductivity, whereas compressive strain can enhance it.
Furthermore, strain at an interface can modulate the TBC by
changing the phonon dispersion and group velocities. Therefore,
accounting for the effects of strain in thermal design is crucial for
accurately predicting and optimizing the thermal performance of
devices.

Predicting interfacial thermal transport of realistic interfaces is
a challenging task.'””'"® When phonons encounter the interface
between two materials, the propagation of phonons is hindered due
to the disruption of lattice periodicity by the interface. From a par-
ticle perspective, part of the phonon energy is transmitted to the
other side of the interface, while another portion is reflected back.
The TBC can be calculated using the Landauer formula,'”” which
views thermal conduction as a quantum transport process of
phonons across the interface,

1 e
G= V;hwq's T v.(q, 9)7 (q, 9), (10)

where V is the unit cell volume, q is the wave vector, s is the
phonon branch index, wg, is the phonon angular frequency, fg is
the Bose-Einstein distribution function, T is the temperature, v, is
the phonon group velocity perpendicular to the interface, and
7(q, s) is the phonon transmittance. To predict interfacial thermal
resistance, physical quantities in the Landauer formula, such as V,
g, and v, are relatively easy to obtain. However, calculating .7 is
extremely challenging. 7 is influenced by multiple factors, includ-
ing the phonon spectra on both sides of the interface, interfacial
bonding strength, and interface roughness. At the microscopic
level, 7 is significantly affected by the atomic morphology of the
interface. Determining 4 remains the primary challenge in pre-
dicting interfacial thermal resistance at micro- and nanoscales.

Two continuum models were developed to represent phonon
transmittance at interfaces: the Acoustic Mismatch Model
(AMM)""? and the Diffuse Mismatch Model (DMM)."'""'"? The
AMM model approximates two media as continuous, homoge-
neous, and isotropic media, neglecting the details of their lattice
structures. The DMM model assumes the opposite extreme, where
phonons arriving at an interface undergo complete diffuse scatter-
ing, with phonons at different incident angles exhibiting identical
scattering characteristics.''>  As macroscopic medium models,
AMM and DMM established the theoretical framework for study-
ing thermal transport across solid interfaces and provided explana-
tions for low-temperature interfacial thermal resistance
calculations. However, neither model can reflect the relationship

between interfacial thermal resistance and interfacial atomic
structures.
Several atomistic simulation techniques are currently

employed to predict TBC. Molecular Dynamics (MD) simulation, a
traditional method for simulating heat transfer, involves tracking
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the movement of individual atoms within a system. This is achieved
by applying Newton’s equations of motion and utilizing empirical
interatomic potentials. MD simulations are broadly classified based
on the presence or absence of non-equilibrium processes, resulting
in Non-Equilibrium Molecular Dynamics (NEMD) and
Equilibrium Molecular Dynamics.'*”"'® NEMD can be further
subdivided into Steady-State Molecular Dynamics''” and Transient
Molecular Dynamics.''® Although MD-based heat flux decomposi-
tion techniques can elucidate the contribution of various phonon
frequencies to TBC,''” they are limited in their ability to determine
the transmissivity of specific phonon modes. Moreover, MD simu-
lations treat phonons classically, according to Boltzmann statistics,
thereby neglecting the quantum mechanical aspects of a phonon
distribution. The atomistic Green’s function method,'”’ on the
other hand, accounts for the Bose-Einstein distribution of phonons
and calculates the transmission of excitations across an interface
using Green’s functions. The original AGF method operated within
a harmonic framework, but a more recent iteration incorporates
anharmonic scattering.'”' While conventional AGF methods
provide frequency-dependent phonon transmissivity, —more
advanced methods have been developed to calculate the interfacial
transmissivity of individual phonon modes.'*”

Recent methodological innovations have introduced Lattice
Dynamics (LD) as a transformative approach to interface thermal
property  prediction.*”*»'**  This  technique  calculates
mode-specific phonon transmission coefficients and applies
Landauer formalism to determine thermal boundary conductance.
Though mathematically analogous to atomic Green’s function
methodologies, LD extracts superior phonon phase information,
yielding more comprehensive characterization of interfacial thermal
transport. The computational efficiency advantage is particularly
noteworthy—LD requires system dimensions merely matching

phonon wavelengths rather than mean free paths, reducing compu- 1
tational expense by approximately three orders of magnitude com- §

pared to conventional molecular simulations.

The complexity of interfacial atomic structures necessitates a
precise representation of interatomic forces. Traditional approaches,
such as empirical potentials, while commonly employed, may lack
accuracy and transferability across different materials. In contrast,
although DFT methods provide exceptional precision, they are
computationally prohibitive for complex systems. MLPs have
emerged as a revolutionary bridge between computational effi-
ciency and first-principles accuracy.'””'*° These advanced compu-
tational tools maintain quantum mechanical precision while
dramatically reducing computational requirements, enabling analy-
sis of complex interfacial structures and large atomic ensembles.
MLPs demonstrate remarkable capabilities in calculating the
thermal conductivity of materials.”>”” Recently, MLPs have been
integrated with molecular dynamics to calculate TBC at various
interfaces.'”’~'*” An effective interfacial MLP should cover configu-
rations across bulk phases, amorphous structures, crystal/crystal,
amorphous/crystal, and amorphous/amorphous interfaces, elemen-
tal mixing, temperature ranges, and strain conditions.
General-purpose pretrained MLPs (e.g, MACE-MP'"’ and
MatterSimm) can serve as starting points; however, ﬁne—tuning on
small, targeted interfacial datasets is often required to achieve
higher accuracy. Initial datasets can be constructed from molecular
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dynamics trajectories driven by pretrained MLPs and relabeled
using DFT under a unified set of parameters; active-learning loops
are widely used to identify rare or high-error interfacial features.
Validation is multifaceted: in addition to energy/force/stress errors,
checking bulk phonon dispersion is standard practice.

In the LD approach, the system is divided into three parts: left
lead (L), device (D), and right lead (R), where L and R are semi-
infinite, and D has sufficient thickness to contain localization
effects. Assuming a system with harmonic interatomic interactions
governed by Newton’s equations of motion, it can be described by
the eigenvalue equation,

Hy Hwp 0 uL uL
Hpr Hpp Hpr up | =o*| up |, (11)
0 Hrp Hrr ug ug

where Hiy, Hip, Hpr, Hpp, Hpr, and Hpgr are the coupling

Hamiltonian matrices of the left lead, device, and right lead, respec-
tively. Due to the infinite length of the leads, Hy; and Hgg are
infinite-dimensional, which complicates a direct solution.
Considering that far from the interface, the atom vibrations can be
described by a combination of bulk phonon modes, Then u; can
be expressed as the sum of the incident and all reflected phonon
modes, while ur can be expressed as the sum of all transmitted
phonon modes. The eigenvalue equation can be simplified as

Hprut, + Hppup + Hprur = @?(ur, + up + ug),

Uy, = Upe + ZAReﬂuReﬂ)
Refl (12)

Ur = § ATransUTrans>

Trans

where wuy, is the incident phonon mode, ugen is the reflected
phonon mode, and #r.ps is the transmitted phonon mode. This
approach leads to a linear system involving a finite number of vari-
ables (up, Agei, and Afrans). Solving this linear system, we can
obtain the amplitude of the reflected and transmitted phonon
modes. The transmittance can be calculated as

g = Z Jzinc |ATrans‘2-

Vz Trans

(13)

Trans

The TBC can be calculated using the Landauer formula [Eq. (10)].
In the TDA system, the TBC value is used in the FVM module,
while mode-resolved phonon transmittance is used in the MC
module.

To illustrate the practical application of the methods discussed
above, we present a comprehensive analysis of thermal transport in
SiC/AIN/GaN heterostructures, which are crucial for high-power
and high-frequency electronic devices. Figure 4(a) shows the
atomic structure of the SiC/AIN and AIN/GaN heterostructure.
Figure 4(b) shows the group velocities for the three materials. The
order of group velocities from the largest to smallest is SiC > AIN >
GaN. The cutoff frequency of SiC phonons is larger than that of
AIN and GaN. All three materials have a phonon bandgap, indicat-
ing the separation of acoustic and optical phonons. Figure 4(c)
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presents the frequency-dependent transmittance across the SiC/
AIN and AIN/GaN interfaces using the LD method. Low-frequency
acoustic phonons possess higher transmittance.

Phonon density of states overlap is considered to describe the
degree of phonon matching between two materials'® and is
believed to correlate positively with TBC. We calculated the
phonon density of states for three materials, as shown in Fig. 4(d).
Using Eq. (10), the contribution of each phonon mode to the TBC
can be calculated. By calculating the contribution of phonons at
different frequencies to the TBC, we can compute the spectral TBC,
as shown in Fig. 4(e). The spectral TBC exhibits higher peaks in
the low-frequency region, especially for the SiC/AIN interface,
which is closely related to their larger overlap area of phonon
density of states in the low-frequency region. Finally, we calculated
the TBC for each interface as a function of temperature, as shown
in Fig. 4(f). The TBC of the SiC/AIN interface is much higher than
that of the AIN/GaN interface. This can be attributed to the higher
group velocities of SiC and AIN phonons and the higher phonon
transmittance of the SiC/AIN interface.

Inelastic scattering and higher-order processes open additional
transport channels, typically enhancing the TBC when the temper-
ature approaches the Debye temperature, or at disordered/amor-
phous and highly mismatched interfaces. Two principal theoretical
approaches are used to investigate phonon anharmonic scattering.
The anharmonic AGF formalism can, in principle, treat anhar-
monic heat transport across three-dimensional interfaces. However,
the complexity and irregularity of real interfaces can make practical
applications challenging. Molecular dynamics-based methods
(NEMD/EMD) inherently include anharmonicity to all orders, but
their predictions are influenced by finite-size effects and by classical
statistics that neglect quantum effects. For the system studied here,
because the temperature is below the Debye temperature, the inter-

face disorder is limited, and the lattice mismatch is small, elastic j
predictions reasonably capture the TBC at 300 K. This simplifica-

tion also enables computation of mode-resolved phonon

transmission.

D. Compact thermal modeling

Having established the fundamental mechanisms of heat gen-
eration, non-Fourier spreading, and interfacial thermal resistance at
the device level, the TDA framework must now address thermal
transport at larger scales where multiple devices interact within
integrated circuits. At the turn of the century, power density and
on-chip temperature rise emerged as critical concerns in very large-
scale integration (VLSI) circuits, as studies predicted significant
increases in maximum temperatures due to higher interconnect
density, increased current density, and enhanced thermal coupling
between neighboring devices.'”* Over the past two decades, these
thermal challenges have intensified with continued IC technology
evolution. According to data from ITRS and Intel, more than 50%
of functional wunits in an 8nm process multi-processor
system-on-chip (SoC) cannot operate at full performance due to
thermal reliability concerns.'”

Contemporary 3D integration technologies, which enable
higher integration density and heterogeneous technology integra-
tion," """ have further amplified thermal dissipation challenges as
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FIG. 4. lllustration of the calculation of TBC. (a) Atomic structure of the SiC/AIN and AIN/GaN heterostructure. (b) Group velocities of GaN, AIN, and SiC.
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TBC for the SiC/AIN and AIN/GaN interfaces. (f) TBC for the SiC/AIN and AIN/GaN interfaces as a function of temperature.

multiple layers of simultaneously active devices are vertically
stacked.'’® The complex thermal interactions between stacked
layers create intricate heat flow patterns that cannot be captured by
device-level simulations alone. Moreover, 3D integration has
blurred the boundaries between design and manufacturing, driving
strong interest in design technology co-optimization (DTCO) and
system technology co-optimization (STCO)."*” These developments
necessitate circuit-level thermal modeling approaches that can effi-
ciently bridge the gap between detailed device-level physics and
system-level thermal management, making compact thermal mod-
eling an essential component of the comprehensive TDA
framework.

CTMs are an effective approach to addressing these chal-
lenges. CTMs represent the thermal behavior of ICs using lumped
RC networks, where heat dissipation is modeled as current sources
and heat conduction as resistors and capacitors. This abstraction
provides a favorable trade-off, delivering reasonably accurate tem-
perature predictions with minimal computational effort at various
levels of abstraction, for both steady-state and transient analyses.**
Owing to their computational efficiency, CTMs are widely used for
architecture-level temperature-aware design'’®'*’ and for rapid
simulation of dynamic thermal management techniques.'**'*'
Furthermore, due to the widespread familiarity of SPICE among
circuit designers, CTMs have been employed for electro-thermal
co-simulation for nearly half a century.'”>'*> One of the earliest
and most influential CTM solvers, HotSpot, models packaging
structures as stacks of homogeneous material layers."*'** Since

version 6.0, it has supported non-uniform layer properties, making
it available for thermal simulations of TSVs."**'*® Another widely
used tool, 3D-ICE, enables thermal simulations of 3D-ICs with

both single-phase and two-phase microchannel cooling."*” More

recently, CTM solvers have been further enhanced to incorporate
temperature-dependent and anisotropic effects for improved accu-
racy in emerging technologies,'** as well as parallelization for effi-
ciency and EDA integration to support DTCO and STCO.

However, as interconnects continue to shrink and integration
density increases, existing CTM solvers face significant challenges
in accurately capturing the multiscale thermal behavior of 3D-ICs.
The ongoing downscaling of the BEOL, along with the introduction
of BPDSN, substantially increases thermal resistance and on-chip
temperatures due to micro- and nanoscale effects, such as reduced
thermal conductivity, grain boundary scattering, and interface
scattering."*””"*" Furthermore, die stacking and monolithic integra-
tion exacerbate vertical thermal coupling at these scales.””'”’
While CTM offers faster simulation at the architectural level, it
often compromises accuracy due to coarse approximations of local
structures. **'”* As a result, the abstraction level of traditional
CTM approaches is frequently insufficient to model the complex
thermal behavior of advanced 3D-ICs with high fidelity.

Recently, TDA has developed a heterogeneity-aware CTM
framework, an H3Therm module, specifically designed to capture
micro-nanoscale thermal behavior in IC-level thermal simulations.
As illustrated in Fig. 5, H3Therm integrates a novel BTE-EMA
model for accurate effective thermal conductivity prediction and
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employs an adaptive, power-aware refinement strategy to optimize
model granularity. This framework is seamlessly integrated into
compact thermal simulators, enabling efficient and accurate
thermal simulations for VLSI and 3D-ICs. Building on the EMA
theory for ellipsoidal inclusions'*>'*® and the BTE approach that
accounts for multiple geometric constraints in different direc-
tions,”” we have developed a BTE-EMA approach that accurately
predicts the effective thermal conductivity of embedded nanoscale
interconnects in 3D-ICs. This model demonstrates excellent agree-
ment with ab initio BTE simulation results,'””'*® reliably capturing
the effective thermal conductivity of copper nanowires across
various dimensions and aspect ratios. To address the variability in
interconnect structures and power distributions across ICs, we
further propose an adaptive, power-aware refinement method to
determine the optimal modeling granularity. The overall framework
is integrated into a SPICE-based CTM solver, which preprocesses
GDSII files to extract fine-grained thermophysical properties for
interconnect layers and performs CTM simulations with adaptive
model granularity.

For example, we evaluated the thermal performance of various
3D stack configurations, including face-to-face (F2F), face-to-back
(F2B), and back-to-back (B2B) arrangements, using H3Therm.
Each die has dimensions of 1 x 1mm? and dissipates a total power
of 1.28 W. About 11.95% of the units experience a heat flux
density of 1000W mm~>, while the remainder reach up to
10 W mm~3. In the F2F configuration, the BEOL layers are directly
bonded, whereas in the F2B and B2B configurations, the substrates
incorporate arrays of TSVs with a width of 100um. The BEOL
layers are constructed with random volume fractions of metal and

via layers, with a metal width of 10 nm. During preprocessing, the
BTE-EMA model is used to map the BEOL layers to effective
thermal conductivity distributions. As this model relies on an ana-
Iytical solution, it incurs minimal computational overhead. The

model granularity is then adaptively refined based on the power }
distribution. Next, the interconnect floorplan files and other simu- ¢

lation parameters are input into the compact thermal solver. After
matrix assembly and SPICE-based computation, the temperature
distributions of the 3D-IC stacks are generated. The highest tem-
peratures are typically observed in the active layers, and tempera-
ture maps are produced for the FEOL layers of both the lower and
upper dies. Results show that the maximum temperature rise in the
F2F configuration is 70% higher than in the B2B configuration,
and the vertical temperature gradients between upper and lower
dies differ significantly among the three stacking schemes. The
solving time of H3Therm is approximately 4.27 s per case, com-
pared to about 12 min for Fourier-BTE coupled simulations. The
proposed CTM framework efficiently captures these thermal behav-
iors and provides valuable guidance for thermal-aware design
across different floorplans and workloads.

Stack optimization and workload assignment are pivotal in the
thermal design of 3D-ICs. Our CTM framework holds significant
promise for integration with existing SPICE-based design tools,
enabling real-time feedback on IC-level thermal performance and
empowering designers to make informed decisions throughout the
early design process. Future work will focus on further enhancing
the accuracy and efficiency of the CTM framework, as well as
expanding its application to thermal-aware design and dynamic
thermal management strategies of 3D-ICs. This includes
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comprehensive benchmarking across a broader range of architec-
tures, floorplans, and power distributions to assess its generality
and robustness. Another important extension is to systematically
incorporate the impact of diverse interfaces—such as metal-
semiconductor, dielectric—semiconductor, and interconnect—
substrate—into the effective compact thermal model. By embedding
simplified representations of interfacial resistances and electron-
phonon coupling into the CTM framework, we aim to capture
their cumulative influence on chip-level heat transport without pro-
hibitive computational cost. This development will enable more
accurate and predictive thermal-aware design across a wide range
of advanced IC architectures. In addition, ongoing collaborations
with leading IC manufacturers aim to obtain real chip data for
direct comparison, facilitating further calibration and refinement of
the solver and supporting its practical deployment in advanced
designs for next-generation ICs.

E. Chip-level thermal management

While the preceding TDA modules address thermal transport
from atomic scales through circuit-level analysis, the final stage of
heat dissipation requires effective transfer from the chip package to
the ambient environment. As established through the multiscale
thermal analysis framework, heat generated within individual tran-
sistors must ultimately be rejected at the system level to maintain
operational temperatures. Contemporary semiconductor devices,
driven by continued scaling and performance demands, exhibit
exponentially increasing power densities that pose unprecedented
challenges to chip-level thermal management. The complete
thermal pathway involves heat transfer from the die through TIMs,
package substrates, and external cooling systems before final dissi-
pation to the ambient environment.

As the pivotal bridge linking the chip and the heat dissipation
module, TIM exerts a direct and critical influence on the thermal
conduction efficiency. Traditional polymer-based composite mate-
rials encompass diverse types, including thermal conductive
greases, thermal conductive gels, thermal conductive adhesives,
thermal conductive pads, and thermal conductive phase-change
materials. Research has revealed that as the thickness of the TIM
diminishes, the proportion of the interfacial thermal resistance
within the total thermal resistance will increase correspondingly.'””
For TIMs with high thermal conductivity, such as solder, the pro-
portion of the interfacial thermal resistance is even more pro-
nounced. An ideal TIM should exhibit both high thermal
conductivity and low Young’s modulus to mitigate the interfacial
thermal resistance. Recent state-of-the-art research reveals that the
synergistic doping technology of liquid metal and solid fillers can
enhance the thermal conductivity of the material by an order of
magnitude. This innovative approach enables the transition of the
heat carrier from phonon conduction to electron conduction, and
elevates the binding force between materials from van der Waals
interaction to metallic bonding, for the first time achieving a sub-
stantial reduction in the interfacial thermal resistance.'””~"°" This
dual enhancement achieves unprecedented reductions in interfacial
thermal resistance while maintaining the mechanical flexibility nec-
essary for accommodating thermal stress deformation during chip
operation.
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Based on distinct energy input methods, the thermal design
approaches of heat sinks employing modern cooling technologies
can be primarily categorized into two types: passive cooling and
active cooling. These two cooling methods exhibit notable dispari-
ties in terms of thermodynamic principles and engineering imple-
mentation. This section undertakes an in-depth investigation of the
current mainstream chip cooling technologies as shown in Fig. 6.

1. Air cooling and semiconductor refrigeration

In the realm of thermal management solutions, air cooling,
being the most fundamental and representative approach, currently
serves as the commonly employed heat dissipation means for chips.
This is primarily attributed to its notable advantages of high reli-
ability and low cost. A passive cooling system transfers the heat
generated by the chip to the heat sink via the heat conduction
mechanism. Subsequently, heat dissipation is accomplished
through natural air convection and the process of thermal radia-
tion. Its typical architecture mainly comprises two crucial compo-
nents: a finned heat sink and a high-thermal-conductivity material.
In a typical air cooling system, enhanced heat transfer technologies
are often intricately integrated with the design of metal fins and the
application of heat pipes'®® or vapor chambers. This passive
cooling method boasts numerous advantages, including zero power
consumption, noiseless operation, and minimal maintenance
requirements. Nevertheless, owing to the constraint of the natural
convection heat flux limit, this method is solely applicable to the
application scenarios of low-power chips. Forced air cooling tech-
nology represents an active heat dissipation approach. It creates a
directional air flow via a fan, thereby triggering forced convection
on the surface of the heat sink. To attain a high-heat dissipation
capacity, a large fin surface area and a high air velocity generated
by the fan are indispensable. Inevitably, this gives rise to the issue
of noise pollution.

Thermoelectric cooling (TEC), an alternative efficient active
cooling technology founded on the Peltier effect, demonstrates a
rapid response ability and high-heat dissipation efficiency. It is
capable of achieving two-way temperature control and precise tem-
perature regulation, thus offering a reliable solution for maintaining
a stable thermal environment across diverse applications. By imple-
menting a collaborative strategy encompassing thermoelectric
cooling, phase-change materials, and liquid cold-plates,'"’ the
cooling rate and latent heat recovery rate can be notably enhanced
in high-temperature scenarios.

2. Microchannel cooling

In the context of successive major breakthroughs in 3D pack-
aging and the performance of integrated circuits, the heat flux
density of chips has reached the order of kilowatts per square centi-
meter. Traditional cooling approaches, such as heat sinks and fans,
have faced bottlenecks in meeting the stringent demands of
advanced packaging technologies. Liquid cooling technology offers
significant advantages. The heat storage capacity and thermal con-
ductivity of liquids are substantially higher than those of air, which
is of crucial importance for ensuring the reliability, optimizing the
performance, and prolonging the service life of chips. Moreover,
the application of liquid cooling technology enables more efficient
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FIG. 6. TDA for external cooling technologies of chips.

utilization of natural cold sources, reduces the frequency of
mechanical refrigeration, and, thereby, significantly decreases the
energy consumption of the system. Based on whether the cooling
medium is in direct contact with the heating element, liquid
cooling technology can be primarily classified into direct-contact
liquid cooling and indirect-contact liquid cooling. Among these,
direct liquid cooling mainly encompasses immersion liquid cooling
and spray liquid cooling, whereas indirect liquid cooling is predom-
inantly exemplified by microchannel cooling. At present, globally,
microchannel cooling, as the mainstream liquid cooling technology,
has witnessed relatively mature development. The key components
of a microchannel cooling system consist of a cold-plate, liquid
pipes, coolant, and a driving pump. The heat generated by the chip
during operation is indirectly transferred to the coolant via the
microchannel cold-plate and subsequently removed.

The cooling efficiency and system energy consumption of
microchannels are intricately influenced by the flow channel struc-
ture. Distinctive microchannel designs have the potential to tran-
scend conventional limitations. Specifically, T-shaped, Y-shaped,
wavy, and hybrid microchannel heat sinks have successfully
achieved a reduction in pressure drop concurrently with a decrease
in thermal resistance.'”* The novel serrated jet microchannels
(sTMCs) achieve an ultrahigh-heat flux of 2126 W cm~2 under low
pressure drop (< 40kPa),'°>'° with a performance coefficient
(COP) reaching 2 x 10*. By leveraging the phase-change character-
istics of the coolant to augment heat transfer, the heat transfer

coefficient of microchannel liquid cooling can be further enhanced.
For instance, through the adoption of a capillary-manifold hybrid

design and the optimization of the coolant flow channel to inten- |

sify the thin-film evaporation effect,'”” the coefficient of perfor-

mance can surpass 10°. Moreover, microchannel cooling
technology has witnessed a paradigmatic shift from a sole focus on
the cooling performance of isolated chips to an emphasis on the
innovation of integrated systems. The collaborative design concept
of the microchannel cooling system and chip manufacturing,
namely, integrating the cooling structure directly into the chip sub-
strate, has inaugurated a new era of three-dimensional thermal elec-
tronics integration.'®® This transition, in turn, has given rise to the
third-generation thermal management paradigm, which is charac-
terized by the thermal-electrical-mechanical collaborative design.

3. Immersion and spray cooling

Immersion cooling exhibits remarkable advantages at both the
packaging and system levels. This can be primarily attributed to the
complete immersion of electronic components in the coolant.
The heat generated by these components can be directly absorbed
by the liquid and then dissipated to the external environment for
cooling, thereby enabling the absorption of 100% of the heat on the
chip surface. In comparison with the cold-plate solution, immer-
sion cooling not only enables lower power usage effectiveness
(PUE) but also has a less pronounced environmental impact.'®’
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Immersion cooling is further classified into single-phase immersion
and two-phase immersion cooling. The key distinction between the
two lies in whether the coolant undergoes a phase change during
the heat absorption process. Single-phase immersion cooling
mainly enhances convective heat transfer effectively by increasing
the surface area. Concerning the issue of enhancing local heat
transfer for single-phase immersion-cooled chips, the current main
research focus remains on optimizing the geometric parameters of
heat sinks. By optimizing the height, thickness, and number of heat
sinks, the thermal resistance and the pressure drop under single-
phase immersion conditions can be minimized. Phase-change
immersion cooling attains efficient heat exchange via enhanced
boiling phenomena. This process commences when the local
surface temperature surpasses the saturation point of the coolant.
Bubble nucleation is triggered on the surface of the multi-scale
structures.'”” These gaseous coolant molecules migrate to the con-
densing surface, release latent heat through the reverse process, and
subsequently recycle to complete the entire heat cycle. In an immer-
sion cooling system, the operating components must be in direct and
long-term contact with the working fluid. In light of these two
requirements, a comprehensive assessment of the thermophysical
properties (thermal conductivity, specific heat capacity, and viscosity)
and electrochemical compatibility is essential to guarantee the reliabil-
ity of the system. Spray liquid cooling pertains to the process in which
the liquid is atomized into droplets under pressure as it passes
through the nozzle. These droplets continuously impinge upon the
chip surface, forming a liquid film thereon. This film continuously
removes heat via convection, a process whose heat dissipation effi-
ciency is substantially enhanced when phase change occurs.

Overall, the field of chip-level cooling is undergoing a para-
digm shift—from isolated performance enhancements toward inte-
grated system-level innovation. The TDA cooling system adopts
advanced liquid cooling technologies—including microchannel
cooling, as well as single-phase and two-phase immersion
cooling—to achieve efficient and scalable thermal management at
the chip level. The practical impact of this system is exemplified
through successful industry collaborations, most notably with
Lenovo, which have led to the development of breakthrough
immersion cooling technologies for next-generation server thermal
management. Among these TDA-driven innovations are bio-
inspired “Flying Fish” heat sink designs that leverage fluid dynam-
ics principles to simultaneously reduce thermal and flow resistance,
resulting in a 20% increase in power handling -capacity.
Additionally, the TDA framework has enabled the creation of
advanced dual-circulation phase-change immersion cooling
systems that incorporate multiscale composite surfaces to enhance
boiling heat transfer. These systems deliver twice the cooling capac-
ity of conventional solutions, with system PUE (Power Usage
Effectiveness) as low as 1.04—demonstrating industry-leading
energy efficiency and validating the effectiveness of the holistic
TDA design methodology.

11l. CONCLUSIONS

This perspective has presented a comprehensive TDA frame-
work that systematically addresses the multiscale thermal manage-
ment challenges for modern electronics. The framework’s strength
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lies in its integration of simulation and electrothermal co-design
techniques spanning from atomic-scale physics to system-level
cooling solutions. At the atomic level, first-principles calculations
and MLPs provide accurate electron and phonon transport proper-
ties, while LD simulations predict interfacial phonon transmission
using realistic interface structures. These foundational insights
inform phonon MC simulations, which capture non-Fourier heat
transport phenomena critical to nanoscale devices. Incorporating
self-heating effects through coupled electro-thermal simulations
further enables accurate device-level thermal predictions and heat
generation reductions. In parallel, CTMs and FEMs bridge the gap
to circuit- and die-level thermal analysis, supporting hierarchical
thermal optimization. At the chip level, the TDA framework
addresses the final stage of heat dissipation through advanced solu-
tions, such as high-performance liquid cooling, ensuring efficient
heat extraction to the ambient environment.

As illustrated in Fig. 7, the proposed TDA framework repre-
sents a paradigm shift from the conventional EDA-centric research
and development workflow to an EDA+TDA codesign methodol-
ogy that embeds multiscale internal thermal management from the
earliest stages of system design. In the traditional EDA workflow
[Fig. 7(a)], thermal concerns are primarily addressed at the packag-
ing sign-off stage, where external thermal management tech-
niques—such as heat sinks or TIMs—are employed to dissipate
heat. Once these external strategies fail to meet thermal perfor-
mance requirements, iterations are triggered by failures or perfor-
mance bottlenecks detected post-fabrication or during packaging,
resulting in extended design cycles and suboptimal thermal behav-
ior. Indeed, as internal thermal resistance becomes increasingly
critical, this workflow grows progressively inefficient. Although
some thermal tools have been integrated into modern EDA envi-
ronments, they remain fundamentally constrained in capturing the
non-Fourier and multiscale nature of heat transport in advanced

(a) EDA-based paradigm
Iteration
1]
| Materials H EDA H Manufacturing H Packaging Application

External thermal management

(b) EDA+TDA co-design paradigm

Iteration

e j ----- M
i i
i | EDA i
i i
| : Manufacturing H Packaging Application
i | DA | !
i | External thermal management

Multiscale electrothermal co-design

FIG. 7. Comparison of research and development paradigms in thermal-aware
electronic design. (a) Traditional EDA-based workflow emphasizes external
thermal management at the packaging level. (b) The proposed EDA+TDA code-
sign paradigm integrates multiscale internal electrothermal co-design into early
design stages, enabling iterative optimization between EDA and manufacturing
processes for improved thermal performance.
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devices. These tools can neither adequately support thermal design
at the transistor or interfacial level nor can they account for multi-
scale effects across the entire chip.

In contrast, the updated EDA+TDA codesign workflow
[Fig. 7(b)] introduces a TDA layer that spans physical scales and is
tightly coupled with EDA. This multiscale internal thermal man-
agement infrastructure includes interface engineering for reduced
TBR, non-Fourier electrothermal simulations for self-heating
control, rapid circuit-level thermal optimization for die layout
tuning, advanced chip-level cooling strategies, etc. These capabili-
ties enable predictive and scale-aware thermal optimization
throughout the design flow—much before manufacturing or pack-
aging. The TDA module facilitates bidirectional iteration with both
the materials and manufacturing stages, allowing thermal feedback
to shape device architectures, layout strategies, and even fabrication
processes. This proactive approach reduces heat generation, lowers
thermal resistance across the system, and embeds thermal-
awareness into early design decisions. By overcoming the limita-
tions of traditional toolsets and introducing a physically grounded,
multiscale-capable methodology, the TDA framework enhances
thermal prediction, minimizes late-stage revisions, and accelerates
development cycles. Looking ahead, future efforts will focus on
expanding realistic electrothermal material databases, leveraging Al
and high-performance computing to accelerate multiscale simula-
tions, and establishing an open ecosystem that seamlessly integrates
TDA with existing EDA workflows.
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